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Network Testing and Emulation Solutions

Scalability Testing with NFS File-10

Goal: Analyze memory usage as the number of NFS clients is scaled up, and also when NFS endpoint

settings are tweaked.

sales@candelatech.com
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(360) 380-1618 [PST, GMT -8]

Hopefully by the end of this cookbook you'll have an idea how to assess how many File-lO endpoints and

associated settings your system can support. This cookbook connects a LANforge system to a NFS file server.

The file server in this example will be 10.17.1.1. It will be sharing 10.17.1.1:/mnt/tmpfs1. We will create 100,
250, then 500 readers and writers and compare memory usage as we also tweak the RW Size sefting.

Note: For this example, we are using a CT523 with 8GB of memory. It is physically connected to the NFS file

server.

1. First, 500 MAC-VLANs will need to be created.
A. Inthe Port-Mgr tab select port eth1 and click Create.

Create VLANSs on Pork: 1.1.001 = ox
@ MACWVLAN 2 802.1QVLAN 2 Redirect ) Bridge ) GRE Tunnel
2 WIFi STA O WiFi VAP 2 WiFi Monitor 2 WiFi Virtual Radio
Shelf: Resource: : Part: |1 (ethl) |V|
WLAN 1D: [ ] DHCPPv4
Parent MAC: DHCP Client ID: | -]
MAC Addr: hococaoc * +0c || 1P Address: [lo.17.1.214 | Global IPve: [aUTO |
Quantity: [500 | IP Mask or Bits: | | Link IPvs: [auTo |
Gateway IP: [ | 1Pve Gw: [auTo |
#1 Redir Name: #2 Redir Name:
STA ID: SSID: | |~]
WiFi AP: Key/Phrase:
[JweA [JweAz [Iwer
[] Down
| Apply u| Cancel | | Ready

A. Select MAC-VLAN.
B. Set Quantity to 500.

C. The starting IP address is 10.17.1.2/16 for this test. If your file server is on a different network, change the IP here
accordingly. Make sure not to use the file server's IP address.

D. Click Apply and close the Port Create window once all ports are configured. Make sure all MAC-VLANs get IPs, this

may take some time.

2. Create 250 NFS writers and 250 NFS readers. Batch create 50 at a time (49 for first batch of reader/writers).
More information on creating File-IO endpoints can be found here: LANforge File-IO with CIFS and NFS
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A. Any non-default settings for the NFS writers are listed below.

Create/Modify File Endpoinkt

[] sync-after-write [] Sync-before-Close Use 0_DIRECT| []Use O_LARGEFILE [JUse O_APPEND []Do-CRC []Unlink

[¥] Verify-Mount Auto-Mount Un-Mount []Llazy Unmount []Force Unmount []Use FSTATFS

Custom payload (in HEX)

Name: nfs-writer001 Rpt Timer: FS-Type: NFS = Test Manager:
MinRW-Skze: (% (4K8)  [v| Machwsize: [ (ak8) || MinFilesie: [large (M8 [+ MaxFilesize: [large (1we)  [+]
Min Read Rate: l:l:l Max Read Rate: l:l] Min Write Rate: = Max Write Rate: =
File #: Directory: [auTo | mount-pir. lauto |
Quiesce After: =

server: [10.17.1.1mnt/tmpfs1 | options: I |
iSCSIvolume: | | Retry-Timer:
Read/Write: Quiesce: Pattern: = Prefix: IAUTO

Batch-Create

o
~

‘ Cancel

Name is nfs-writer001.

FS-Type: NFS.

Port is eth1#0.

Min-RW and Max-RW sizes are 4k.

m O 0 = >

Min/Max File sizes are TMB.
F. Min/Max Write rates are 100Mbps.

Quiesce After is Forever.

=30

. Serveris 10.17.1.1:/mnt/tmpfs1 (use your own file server settings here).
I. Make sure Read/Write is set to Write.

J. Turn on the Use O_DIRECT checkbox.

B. Any non-default settings for the NFS readers are listed below.

[] sync-after-write [ Sync-before-Close Use 0 DIRECT []Use O_LARGEFILE []Use O_APPEND [ ]Do-CRC []Unlink

[v] Verify-Mount Auto-Mount Un-Mount []Lazy Unmount []Ferce Unmount []Use FSTATFS

Custom paylead (in HEX)

Create/Modify File Endpoint =) (&) [
Name: nfs-reader00l Rpt Timer: FS-Type: MFS n Test Manager: :
Min-RW-Size: Max-RW-Size: Min Fils Size: Max File Size:  [large (1 MB) [+]
Min Read Rate: |T1 (1.544 Mbps) = Max Read Rate: |T1 (1.544 Mbps) = Min Write Rate: l:l] Max Write Rate: l:D
File #: Directory: |AUTO | Mount-Dir: ‘AUTO ‘
Quiesce After: n

Server: [10.17.1.1/mntAmpfs1 | options: [ |
iSCSIVolume: | | Retry-Timer: =
Read/Write: Quiesce: Pattern: Prefix: nfs-writer00l

| oK ‘ | Batch-Create

| Apply ‘ ‘ Cancel

Name is nfs-reader001.

FS-Type: NFS.

Port is eth1#250.

Min-RW and Max-RW sizes are 4k.
Min/Max File sizes are 1MB.
Min/Max Write rates are 100Mbps.

Quiesce After is Forever.

IO mmO 0 = >

. Serveris 10.17.1.1:/mnt/tmpfs1 (use your own file server settings here).
I. Set Read/Write to Read.
J. Set Prefix to nfs-writer001.

K. Turn on the Use O_DIRECT checkbox.



3. Start the first 50 writers then the first 50 readers. It's recommended to slowly start File-lO endpoints, for example,
starting 25 writers then 25 readers then the same again until you have the desired amount running. The reason
to do this is because the system may become unresponsive if it can't handle the number of File-lO endpoints.
Note: If you noftice the system slowing down, connections not starting, or connections stuck in WAITING state,
or any weirdness in general, you should stop 25 or 50 writers/readers at a time until the system clears up.

B LANforge Manager Version(5.3.4) =
Control Reporting Tear-Off Info Blugins

Stop All Restart Manager Refresh HELP

Layer-4 | Generic | Test Mgr | Test Group | Resource Mgr | Ewent Log [ Alerts | Port Mgr | vAP Stations Messages
Status Layer-3 L3 Endps VoIP/RTP WoIP/RTP Endps Armageddon WanLinks Attenuators File-10

Select all || Start| || Stop || Quiesce || Clear
Rpt Timer: |[default (5 s) ¥ | Go| Test Manager |all hd
Create Maodify || Batch Modify Delete

Cross Connects for Selected Test Manager
Name EID Type Status Read-Bps | Rx-Bps-20s | Files-Read Buf-RD Bytes-RD | Write-Bps | Tx-Bps-20s| Files-

2.5..|NFS&  |Run
3.5...|NF&  |Run
4.5..|NF&  |Run
5.5...|NFS&  |Run
6.5...|NFS  |Run
7.5...|NF&  |Run
8.5...|NFS  |Run
9.5...|NF&  |Run
10....|NFS  |Run
11....NF& |Run
12....|NFS& |Run
13....NF& |Run
14....NFS |Run
...[NFE&  |Run
16....NFS  |Run
17....NFS  |Run
18....NFS |Run
19....NFS&  |Run
20....|NF&  |Run
21....NFS&  |Run
22....|NF&  |Run
23....|NF&  |Run
24....|NF§&  |Run
25....|NFS&  |Run
26....|NF&  |Run

21,515,751| 21,778,280 -
21,391,168| 21,654,267
20,480,000 20,731,852
22,649,273 22,860,735
21,865,464 22,068,454
21,523,062 21,721,817
21,457,671| 21,656,914
21,386,693 21,475,817
21,621,625 21,708,458
21,219,629 21,309,128
21,374,660 21,460,501
21,704,260 21,794,708
20,791,500 20,878,144
21,189,858| 21,278,162
21,025,465 21,114,144
20,492,175 20,577,572
21,041,802 21,128,428
20,593,995 20,676,703
20,592,273 20,678,086
20,903,773 20,985,617
20,966,465 21,049,610
20,978,302 21,064,668
20,969,219 21,055,547
21,343,792 21,430,585
21,441,394 21,530,748

nfs-writer001
nfs-writer002
nfs-writer003
nfs-writer004
nfs-writer005
nfs-writer00&
nfs-writer007
nfs-writer008
nfs-writer009
nfs-writer010
nfs-writer011
nfs-writer012
nfs-writer013
nfs-writer014
nfs-writer015s
nfs-writer016
nfs-writer017
nfs-writer01g
nfs-writer019
nfs-writer020
nfs-writer021
nfs-writer022
nfs-writer023
nfs-writer024
nfs-writer025
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nfs-writer026 27....NFS  |Stopped 0 0
nfs-writer027 28....NFS  |Stopped 0 0
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Logged in to: brent-523:4002 as: Admin

4. Now that 50 File-lO endpoints are running, the memory will be analyzed via htop.

A. Open a terminal on the LANforge system using a preferred method (either directly or remotely through ssh,
rdesktop, or vncviewer).

r -

lanforge@brent-523:~ e () (¢

File Edit View Search Terminal Help
[lanforge@brent-523 ~1% |




B. Show a list of btserver processes (LANforge processes) by running the command:

htop -p “pgrep btserver | tr "\n" "," | sed 's/,$//'"
If htop isn't installed run: sudo yum dinstall htop
lanforge@brent-523:~ wilatil

File Edit View Search Terminal Help
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A. The majority of btserver processes with the same or similar values here represent the running File-IO endpoints. The
RES (resident value) column represents the memory used by these File-IO endpoints. The current test uses an
average of about 10,400 KiB or 10.6 MB per btserver process. These values should be monitored as the File-lO settings
are adjusted.

NOTE: You will need to restart htop if the endpoints are stopped/restarted. Just pressq to quit out and run the above
htop command again

C. Total up the RES memory used by btserver. This is useful to compare memory usage between a different
number of connections. For example you could compare how much memory 100 endpoints use compared
to 500 endpoints.



File Edit View Search Terminal Help
rent-523 ~1% ps aux | grep btserver | awk '{s+=%6} END {print s}’

rent-523 ~1% []

lanforge@brent-523:~ e L) [

File Edit View Search Terminal Help
[lanforge@brent-523 ~]1% while sleep 1; do ps aux |
{pri s}': done
16

A. To show the total RES memory used, run the command:
ps aux | grep btserver | awk '{s+=$6} END {print s}'
To repeat it every second, use the below command. Press Ctrl+C to stop.
while sleep 1; do ps aux | grep btserver | awk '{s+=$6} END {print s}'; done

B. The total memory for 50 NFS File-IO endpoints with aMin/Max RW rate of 4k is about 1,130,000 KiB which converts to
around 1,157 MB.

5. While the File-IO endpoints are running, change the Min-RW and Max-RW seftings.



A. Select all File-lO endpoints and click Batch Modify.

LANForge File-l0 Batch Modifier

Min Read Rate: [t | v| Max Read Rate: [us v
Min Write Rate: A | v | Max write Rate: [u v
Min-RW-Size:  [IMB (1 MB) | v| MaxRWSZe:  [1MB (1 M) v
Min File Size:  [NA | v| MaxFile size:  [na ~|
Pattern; [N v | Prefix: A |
Server: [MA | options: [Na |
File #: INA v Flags: A |
Do-CRC A v | RetryTimer:  [ua |
Read/Write:  [NA v | FsType: Na |
Quiesce After NA (-1) v
ety | [Coxy

A. Set the Min/Max RW sizes to TMB.
B. Click OK

6. Analyze how the Min/Max RW size sefting change has affected the memory (see steps 4B and 4C).



File Edit View Search Terminal Help

204, lez
54.05 54.10
0l:01:02

) btserver
btserver

N N T T I e

LALA LA LA LA LA LA LA LA L en Ln

btserver
bts er
bts er
btserver
btserver

N N T T I e

0.1
.1
.1
L
.1
.1
3.1
0.1
0.1
.1
.1
L
.1
.1
3.1
0.1
i |
.1
.1
.1

e pde s el

.62 btserver
lanforge@brent-523:~

File Edit View Search Terminal Help
$ ps aux | grep btserver | awk '{s+=3%6} END {print s}

A. Changing the Min/Max RW sizes to TMB increased the btserver memory use to about 11,600 KiB or 11.9 MB
from 10,400 KiB or 10.6 MB. About a 1,200 KiB or 1.3 MB difference.

The total memory increased to 1,233,000 KiB, 1,262 MB from 1,130,000 KiB, 1,157 MB. About a 103,000 KiB or
105 MB difference.

7. Set the endpoints Min/Max RW size back to 4k.



A. Stop all running file-IO endpoints by selecting them and clicking Stop.

<) LANforge'Manager Version(5-3.4)
Control Reporting Tear-Off Info Plugins

| Stop All | | Restart Manager | | Refrash | | HELP |

Layer-4 rGeneric rTest Mgr rTest Group rResource Mgr rEuent Log rAIerts rPort Mgr r\.rAP Stations rMessages |
Status r Layer-3 r L3 Endps r olP/RTP r olP/RTP Endps r Armageddon r WanlLinks r Attenuators r File-0 |_

Select All || Start || Sto Quiesce || Clear
Rpt Timer: |default (5 s) |V|Go| Test Manager | || | : | || |
| Create || Modify | | | Delete |
Cross Connects for Selected Test Manager
Name EID Type Status Read-Bps | Rx-Bps-20s| Files-Read Buf-RD Bytes-RD | Write-Bps | Tx-Bps-
nfs-reader00l 1.3.35... |NES Run 1,126,573 734,774 1,827 60.535|392,376.3... 0 [a]
nfs-reader002 1.3.35... |NES Run 1,078,044 842,356 1,844 60,512|375,324,6... 0 =
nfs-reader003 1.1.36... |NES Run 1,125,049 737,878 1,819 60,536|392,142.8... 0
nfs-reader004 1.1.36... |NES Run 1,097,302 843,754 1,838 60,470|382,263.2... 0
nfs-reader005 1.3.36... |NES Run 1,115,957| 1,269,078 1,837 60,527|388,689.9... 0
nfs-reader006 1.3.36... |NES Run 1,120,613 841,511 1,833 60,533|390,430.7... 0
nfs-reader007 1.3.36... |NES Run 1,085,052 841,511 1,845 60,520|378,068.9... 0
nfs-reader008 1.1.26... [NFS |Run 1,114,754 841,258 1.833 60,490/388,493.3... 0
nfs-reader009 1.1.26... [NFS |Run 1113122 841,258 1.828 60.518|387.923.9... 0
nfs-reader010 1.1.26... [NFS |Run 1,125,618 734,150 1.853 60,583|392,355.8... 0
nfs-reader0ll 1.1.26... [NFS |Run 1,090,343 737,728 1,840 60,499|379,432,9... 0
nfs-reader0l2 1.1.26... [NFS |Run 1,110,154 841,258 1.837 60,507|386,887.6... 0
nfs-reader0l13 1.1.27... [INFS  |Run 1,132,946 736,100 1.833 60,526|394,829,8... 0
nfs-reader0l14 1.1.27... [INFS  |Run 1,103,165 841,258 1.B35 60,516/384,450,5... 0
nfs-reader0l5s 1.1.27... [INFS |Run 1,110,088 1,059,167 1.B35 60,525|386,322,4... 4]
nfs-reader0l6 1.1.27... [INFS |Run 1,112,573 741,417 1.832 60,520|387,186.6... 4] —
|":T roadarfl 7 'IIH'I 27 MES Bun 1 125 A9/ T2A 208 1 225 AN SNANIAG2 202 A n | ’ll

Logged in to: brent-523:4002 as: Admin

B. Select all file-lO endpoints and click Batch Modify.

Min Read Rate: |4 | v| Max Read Rate: [u v
Min Write Rate: A | v | Max write Rate: [u v
Min-RwW-Size: |4 (4 KB) v | MaxRW-SZe:  [ak (4 KB)] v
Min File Size:  [NA | v| MaxFile size:  [na ~|
Pattern: [N v | Prefix: A |
Server: [MA | options: [Na |
File #: INA v Flags: A |
Do-CRC NA v | RetryTimer: [ |
Read/Write:  [NA v | FsType: Na |
Quiesce After NA (-1) v
[y | [Coxy

A. Set the Min/Max RW sizes to 4k.
B. Click OK.

8. Repeat steps 3 through 7 for 125 writers/readers and then again for 250 writers/readers.

9. The results from the above tests are shown in the below tables. They show how RW size affects 100, 250, and
500 NFS File-IO endpoints.



Individual Process Memory Usage (MB)

Number of File-l0 End points

100 250 500
Slake| 106 108 10.8
w
Z|imB| 119 119 118

Total Memory Usage (MB)

Number of File-10 End points

100 250 500
_ﬁ 4 KB 1,157 2,804 4,134
w
E 1MB 1,262 3,031 6,013
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